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Abstract
Introduction: Labor is the most important process in every woman’s pregnancy. This requires 
optimal handling of various parties until labor takes place smoothly. The purpose of the study 
is to determine the triage classification of labor referral patients in hospitals using Gaussian 
Naive Bayes as the final model. 
Methods: This study used 90 data, each consisting of 15 parameters which are divided into 
two categorical data types: 9 data and 6 continuous data types. Two treatments were used in 
this study, namely Gaussian Naive Bayes (first) using the independence assumption on all 
parameters, and Categorical Naive Bayes for categorical data types, and Gaussian Naive Bayes 
for continuous data types. These two types of data were combined using Gaussian Naive Bayes 
as the final model. The data went through a preprocessing stage, stratified  cross-validation; 
then, we used the method of Naive Bayes according to the data type and continued for the 
final stage classification using Gaussian Naive Bayes. 
Results: The results of the first treatment had an accuracy of 91%, recall of 97%, precision of 
64%, and F1-score of 73%. Also, the second treatment had an accuracy of 96%, recall of 88%, 
precision of 86% and F1-score of 86%. The treatment of different data types had a difference 
in the final results compared to the treatment of the same data type. 
Conclusion: The diversity of data types is best handled according to the model used.
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Introduction

Every pregnant woman has potential risks 
during pregnancy, labor, and puerperium 
(1). Efficient care for pregnant women with 

obstetric emergencies is needed to improve maternal 
and fetal health (2). In the Emergency Department 
(ED), a rapid assessment is needed to overcome the 
patient’s emergency condition by triaging quickly 
and precisely, but the limited information obtained 
during triage can cause inappropriate decision 
making (3). Triage is a process of classifying patients 
based on condition assessment which is divided into 5 
categories, namely red (immediate, life-threatening), 
orange/orange (emergency, condition can decline 
rapidly), yellow (urgent treatment is needed before 
other complications arise), green (less urgent so we 
can wait until other emergencies are under control), 
and blue (not urgent so treatment can be postponed 
until conditions calm down) (4). Triage is carried out 

continuously from the referral point of origin (before 
arriving at the hospital) by preparing transportation 
and sequencing of patients until the patient arrives 
at the hospital (5). Triage aims to optimize the 
performance of medical personnel in the emergency 
room and is an effort to reduce mortality by moving 
patients according to general status and examination 
results (5). The primary role of obstetric triage is to 
evaluate labor and for emergency management of the 
patient by assessing the maternal patient’s Vital Signs 
(VTS), Fetal Heart Rate (FHR), pain score, signs of 
labor, and risk score (6). Several factors affecting 
referral quality were discussed by previous researchers 
(7), explaining the importance of communication 
during referrals and (8) indicating that insurance 
affects prenatal care. During the referral process, 
there are several processes that can affect the patient’s 
condition. Phyo Referral Score (PRS) is a tool that 
has a validity test of 93.3%, sensitivity of 72.7%, and 
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specificity of 88.9%, so it can be used to assess the 
quality of referral of maternal patients by taking into 
account several parameters such as age (mother’s age), 
cause (cause of referral), staff (assistance by medical 
personnel), procedure (referral procedure), phone 
(referrer information), ambulance (ambulance when 
referring), insurance (insurance used by the patient), 
area, and district (distance to the referral place) (9). 

Data mining is a method used to learn patterns 
from data sets using several methods such as 
statistics, machine learning, mathematics, or artificial 
intelligence (10). The role of artificial intelligence 
has been evaluated using machine learning (11). 
A collection of health data may be able to generate 
useful information for public health improvement 
by applying machine learning (12). There are three 
categories in machine learning, they are supervised 
learning, unsupervised learning, and reinforcement 
(13). Naive Bayes Classifier (NBC) is a simple machine 
learning that can perform tasks such as predicting 
medical diagnoses, spam filtering, and forecasting 
(14). A study (15) entitled “Towards applying the 
Internet of things and machine learning for the risk 
prediction of COVID-19 in pandemic situations 
using Naive Bayes classifier for improving accuracy” 
explains that NBC has good performance for 
prediction in machine learning. The problem raised 
in this study is that due to limited data conditions, 
maternal triage prediction is carried out using the 
Naive Bayes method to determine the performance 
results of the model used. This study aimed to 
determine how to apply Gaussian Naive Bayes as the 
final model to predict the triage of maternal patients 
with 15 parameters from the PRS score and the 
results of the patient’s examination when arriving 
at the Emergency Department of Comprehensive 
Emergency Obstetric Neonatal Services and to 
determine the classification results.

Materials and Methods
This study was conducted at Wates Regional General 
Hospital, Kulon Progo Regency, Yogyakarta Special 
Region. Wates Regional General Hospital is a 
Regency referral hospital that has Comprehensive 
Emergency Obstetric Neonatal Services. The research 
was conducted in November 2021. The population 
in this study were maternal referral patients from 
January to March 2020. The sample used consisted of 
maternal referral patient data taken from January to 
March 2020.

The sampling method used in this research was 
purposive sampling,  samples are selected based 
on predetermined criteria. The sample size was 90 

ssubjects for the training data.
a. Inclusion criteria:
1. Maternal referral patients with gestational age over 
36 weeks (350/7-6/7) (16)
2. Maternal referral patients without indications of 
COVID-19 in the emergency room from January to 
March 2020 
b. Exclusion criteria:
1. Maternal referral patients with gestational age 
under 36 weeks
2. Post-natal care referral patients
3. Maternal referral patients with incomplete medical 
record data
4. Maternal referral patients with COVID-19 
indications

Research Variables
The variables in this study consisted of the 

independent variable for features (x) and the 
dependent variable for class (y). The independent 
variable consisted of 15 parameters/attributes taken 
from the PRS score (9) and the results of the maternal 
patient examination (17, 18) which consisted of age, 
cause, staff, stabilization (stabilization received by the 
patient during the referral process), phone (referrer’s 
phone), ambulance (referrer’s ambulance), insurance 
(insurance owned by the patient), area (area), 
distance (referral distance to the hospital / referral 
place), systole (systole in the patient’s blood pressure), 
diastole (diastole in the patient’s blood pressure), 
Respiratory Rate (patient RR), temperature (patient 
temperature), pulse (patient pulse), and FHR (Fetal 
Heart Rate) with the following explanation in Table 1.  
The dependent variable shown in Table 2 consisted of 
3 classes, namely orange class, yellow class, and blue 
class. 

The independent variable had 9 discrete data 
types and 6 continuous data types. Discrete data 
started from age to distance, while continuous 
data started from systole, dyastole, FHR. The raw 
dataset was processed first by imputation in this 
study using the median for imputation; then, after 
imputation, assuming discrete independent data and 
cross validation was performed with 5-level cross 
validation due to unbalanced data conditions.

Research Stages
Data were collected through interviews with 

hospital staff, observation of maternal documents, 
and literature review. Next, preprocessing was carried 
out by performing data preparation (cleaning) and 
imputation and then using stratified cross-validation 
with 5 folds with imbalance dataset.
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Application of Naive Bayes Model
Naive Bayes is one type of classification in data mining 

that uses Bayesian rules and probability theorems (19).  
In this research, the data were of discrete and 
continuous types so that it uses several methods 
from Naïve Bayes with calculations using data 
independence (continuous or discrete) and combining 
both types of data. The Bayes theorem equation can 
be seen in equation 1 as follows:

 
(1)

Where, X is the variable (x1, x2, x3, ... , xn), Y 
is the class (orange, yellow, or blue), P(X|Y) is the 
probability, P(Y) is the prior probability, and P(X) 
is the marginal probability (20). In this research, we 
used several methods of Naive Bayes including: 
1. Gaussian Naive Bayes

In Gaussian Naive Bayes continuous attributes 
consisted of numerical data (21). All type data in each 
parameter used Gaussian Naive Bayes with equation : 

  (2)

with  as standard deviation and  as the mean.
2. Categorical Naive Bayes (NB) and Gaussian Naive 
Bayes with Gaussian Naive Bayes as a final model
a. Categorical NB

CategoricalNB was used for categorically 
distributed data; the probability of category  in 
feature  given class  had the following equation:

 (3)

It is assumed that each feature described by the 
index  has a categorical distribution. For each 
feature  in the training set , CategoricalNB 
assumes a categorical distribution for each feature  
of  conditioned on class . The set of indices on the 
sample is defined as with  being 
the number of samples. 

is the category of how many times  appears in sample 
, which belongs to class , 

is the number of samples with class c,  is smoothing 
parameter, and  is the number of available 
categories of feature .

In this research, 9 feature data with type data 
discrete were calculated using CategoricalNB (22).
b. Gaussian Naive Bayes

For 6 features that had a continuous data type, 
Gaussian Naive Bayes (GaussianNB) calculation was 
used.
c. Final Model

The results of the CategoricalNB and GaussianNB 
calculations, according to the data type, obtained the 

Table 1: Dependent variables
No. Triage Code
1. Blue 3
2. Yellow 2
3. Orange 1

Table 2: Independent variables
Feature (xi) Code of Feature Values Type Data

 0 1 2
Age <20 or >35 20–35 Discrete
Cause Avoidable Unavoidable Discrete
Staff Non Medic Medic Discrete
Stabilization Without stabilization Stabilization Discrete
Phoned Without Phoned Phoned Discrete
Ambulance Non Ambulance Ambulance Discrete
Insurance Non Insurance Insurance Discrete
Area Different district Same district Discrete
Distance >30 km 10 – 30 km 10> Discrete
Systole (mmHg) Continuous
Diastole (mmHg) Continuous
Respiratory Rate (RR) (x/minute) Continuous
Temperature (oC) Continuous
Pulse (x/minute) Continuous
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results in the form of predicted probabilities. This 
predicted probability will be later calculated using 
the final model ofGaussian Naive Bayes.

Results
Preprocessing

In the preprocessing stage, there were several 
features that had missing values, namely in the staff, 
stabilization, ambulance, insurance, and stabilization 
columns, as shown in Table 3.

Validation
Data proportion was the next stage to be analyzed. 

There was an imbalance in the data, as shown in 
Figure 1, with three classes: Code 1 for orange class, 
code 2 for yellow class, and code 3 for blue class. A 
strategy to confirm that each class proportion receives 
equal treatment in this study is to use 5-fold stratified 
cross-validation which is displayed in Figure 1.

Classification Algorithm Performance Measurement
The dataset of 90 maternal referral patient data was 

applied to Gaussian Naive Bayes with 2 treatments; 
then, performance assessment was carried out by 
performing accuracy, recall, precision, and F1-score; 
the results are shown in Table 4. 

Discussion
The main focus of this study was to determine the 
results of triage classification of labor referral patients 
using Gaussian Naive Bayes with different treatments 
based on the type of data on the available features 
according to the conditions of maternal emergencies. 
Sample selection was carried out based on patient 
inclusion and exclusion criteria so that the data 
was homogeneous from the start; this is justified by 
(23) which discusses that sample selection based on 
inclusion and exclusion criteria has an impact on the 
external validity of the study.

Based on the research conducted by (9), several 
parameters can be assessed in cases of referral of 
maternal emergencies to the hospital, including age, 
cause, staff, stabilization (stabilization received by the 
patient during the referral process), phone (referrer’s 
phone), ambulance (referrer’s ambulance), insurance 

(insurance owned by the patient), area (area), distance 
(referral distance to the hospital/referral place). Other 
parameters can be observed from the condition 
of the mother during labor and the vital signs that 
have contributed to the smooth process of labor (17, 
18); these parameters include the referral patient’s 
condition, such as systole (systole in the patient’s 
blood pressure), diastole (diastole in the patient’s 
blood pressure), respiration rate during labor, and 
should be known to anticipate pathological events 
during labor, temperature (patient temperature), 
pulse (patient pulse), and FHR (Fetal Heart Rate).

Data has various types such as discrete data, 

Table 3: Missing Values
Feature Missing Values
Age 0
Cause 0
Staff 1
Stabilization 11
Phone 0
Ambulance 7
Insurance 2
Area 0
Distance 0
Systole 0
Diastole 0
Respiration Rate 0
Temperature 0
Pulse 0
Fetal Heart Rate 0

Figure 1: Class distribution

Table 4: Classification result
Value Methods

GNB (first treatment) GNB Combine (second treatment)
Accuracy 91% 96%
Recall 97% 88%
Precision 64% 85%
F1-score 73% 86%
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categorical data, continuous data, and others. The 
treatment of data in this study had different results in 
the final stage of classification. In the first treatment, 
different types of data on the parameters were treated 
independently and processed using one model, namely 
Gaussian Naive Bayes, which has an accuracy value 
of 91% and F1-score of 73%. In the second treatment 
with 9 data using Categorical Naive Bayes, 5 data 
using Gaussian Naive Bayes, and the last model using 
Gaussian Naive Bayes from the results of combining 
predicted probabilities of both types of data resulted 
in an accuracy value of 96% and F1- score of 86%. 
The treatment of this data is very interesting although 
both use Gaussian Naive Bayes as the final model. It 
is due to the varying conditions of the data that we 
are interested in giving this treatment.

Conclusion
Medical data has a wealth of information that can 
be useful for the healthcare field. This wealth of 
information is available in various types of data 
that can certainly help the performance of medical 
personnel in making decisions. In this study, the data 
focused on maternal referrals following the inclusion 
and exclusion criteria. Different results were obtained 
between the data directly processed using the final 
Gaussian Naive Bayes model and data processed first 
with several models, namely Categorical Naive Bayes 
and Gaussian Naive Bayes according to data type and 
the final model using Gaussian Naive Bayes. This 
shows that data type can affect the performance of 
machine learning. 
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