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Abstract
Structural equation modeling (SEM), as a quantitative approach, can greatly help the 
researcher in the analysis of multivariate experimental data. This issue can be more significant 
in medical research. The results of SEM are expected to be more realistic than those of the 
regression analysis. SEM is a combination of measurement and structural models. The 
measurement model in SEM is divided into two types of reflective and constructive indicators. 
Fitting indicators of measurement models (external model) include index reliability, 
convergent validity, and divergent validity. Structural model indices (internal model) include 
Significant numbers t (T - values), Coefficient of determination (R2), The effect size (f2), 
Predictive Relevance (Q2 criterion), Quality Index, Communality Criterion (sharing index), 
and Redundancy Criterion. Overall fit indicators also include GOF criterion. In the present 
study, various methods and indicators of structural equation modeling have been developed 
in full detail, which can help researchers in conducting their studies in the field of structural 
equations. 
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Introduction

Structural equation modeling (SEM), as a 
quantitative approach, can greatly help 
the researcher analyze the multivariate 

experimental data. By using SEM, a theoretical 
model can be tested in general and in detail. 
In other words, not only modeling helps the 
researcher in testing univariate and bivariate 
hypotheses, but also multivariate hypotheses can 
be tested (1, 2). 

SEM is a combination of measurement and 
structural models (3). Measurement models 
determine which observed variables or reagents 
measure which hidden variables, and structural 
models determined which independent variables 
affect which dependent variables and which 
variables are related to each other (4, 5). 

Modeling with the help of a researcher to 
explain cultural and social phenomena has a 

considerable potential. Whether the collected 
data is cross-sectional or longitudinal, modeling 
allows the researcher to formulate and evaluate 
various relationships between different variables 
based on the theoretical framework, empirical 
background as well as personal views. The ways 
in which the variables affect each other and 
the intensity and direction of the impact are 
among the common cases that are addressed in 
modeling. This principle states if the input data 
can be reproduced using the formulated model 
and the parameters estimated based on the same 
data, it means that the model can be considered 
acceptable (6). 

For clarification of the difference between 
modeling and conventional statistical methods, 
suppose a research situation in which a researcher 
tends to estimate the impact factor of one latent 
variable on another variable. In SEM, the coefficient 
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of the influence of one latent variable on another 
variable is calculated in a state, and its difference 
is estimated to be zero; at the same time, their 
measurement models and measurement error are 
present (7, 8).

In the usual methods for statistical analysis, 
the researcher follows a path according to which 
in the first stage he/she is highly confident that 
the designed scales have the desired measurement 
accuracy scientifically. In the second step, the 
researcher calculates the score of each respondent 
in two main hidden variables. In the third step, 
he/she estimates the standardized beta by using 
simple linear regression and placing one variable 
as the dependent variable and the other as the 
independent variable and determines whether 
the research hypothesis that the independent 
variable affects the dependent one is correct (9, 10).  
The results of structural equation modeling 
are expected to be more realistic than thoseof 
regression analysis. Methodologically, it is 
expected that more accurate results will be 
obtained when estimating the standardized beta 
parameter, even if the measurement error of the 
latent variables is taken into account (11). 

Structural equation modeling (SEM), as 
a quantitative approach, can greatly help the 
researcher in the analysis of multivariate 
experimental data. This issue can be more 
significant in medical research. The aim of the 
present study was to present various methods and 
indicators of structural equation modeling with 
complete details, which can help researchers in 
conducting their studies in the field of structural 
equations.

Types of Variables in SEM
There are different types of variables in 

designing SEM. Knowing the type of these 
variables and the way to identify them could 
help the researcher to compile the model 
comprehensively. Variables can be examined 
from different perspectives such as their scale, 
their role in modeling, and their observability/
invisibility (12). Definition of all types of these 
variables is presented in the following sections. 

Classification of Variables According to Scale 
Quantitative variable: Variables that can be 

measured to assign numbers to the subject status 
and according to a certain rule are divided into 
two continuous and discrete types. For example, 

blood pressure is a continuous variable that can 
contain decimal values between two intervals, 
whereas between two intervals of a discrete 
variable, no other value can be found, such as the 
number of Rotten teeth (13). Interval scales are 
numbers that represent quantity in numerical 
units and based on an independent scale. Height 
and weight are good examples of quantitative 
data. At this scale, the zero point is conventional, 
such as temperature. The difference between this 
scale and the previous one is in having the origin 
(zero point). In this way, in addition to the ability 
to rank, it is possible to identify the differences 
between different items in terms of the attribute 
of the desired variable.

Qualitative variables: These variables include 
various modes of a feature such as gender, 
religion, occupation, etc. (14). Nominal scale 
related to qualitative properties or membership 
in a specific group. Nominal data represents 
categories or labels without any numerical or 
hierarchical order. The labels can be represented 
by numbers, letters, or other symbols, but the 
form of representation does not change the nature 
of the data such as blood type, gender, and marital 
status. Ordinal scale includes ranks, belonging to 
ranked groups or sequential information such as 
scale 1 to 10 or Likert scale 5 and 7 options.

Classification of variables according to their 
role in the model: This classification includes 
independent or exogenous variable, dependent 
or endogenous variable, mediating variable, 
moderating variable, control variable, and 
annoying or confounder variable as follows:

Independent or Exogenous variable: It is 
a variable that positively or negatively affects 
the dependent variable. In modeling structural 
equations, independent variables are called 
exogenous variables because the cause-and-
effect relationship starts from these variables and 
the direction of the arrow is drawn from these 
variables. In fact, exogenous variables are those 
whose changes are influenced by the factors that 
are outside the model (15, 16).

Dependent and Endogenous variable: It 
is a variable whose changes are affected by the 
independent variable. In modeling structural 
equations, dependent variables are called 
endogenous variables because the cause-and-
effect relationship leads to these variables and the 
direction of the arrow is drawn to these variables 
(17). In other words, endogenous variables are 
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those whose changes are explained by external 
and internal variables of the path diagram. If a 
variable has a share in the relationship between 
two independent and dependent variables, 
it has acted as a mediating variable (18). For 
example, in examining the relationship between 
daily salt consumption and blood pressure, salt 
consumption is the independent variable and 
blood pressure is the dependent variable.

Mediator variable: It is a variable that 
modulates (more or less) the direction or intensity 
of the relationship between the independent and 
dependent variables (19). The study of moderating 
variables in research helps to formulate the 
model more appropriately because if this type of 
variable is not studied, the relationship between 
research structures is interpreted incompletely. 
The interactive effect (multiplication) between 
the main independent variable and the moderator 
variable on the dependent variable is also shown 
in the model (20). 

Confounder variable: It is a variable whose 
effect on the relationship between the two 
variables is not desired by the researcher and does 
not want to include this effect in his research. 
Therefore, it tries to neutralize this variable 
by controlling it. The reason for this is that the 
effect of all research variables cannot be studied 
simultaneously and we have to neutralize the 
effect of some of them (21).

Moderator: It is a variable that exists; it cannot 
be seen, heard, or felt, but it can be inferred 
from behavior such as inheritance (22). In fact, 
it is not possible to observe this variable directly, 
and its effect cannot be controlled. In the case 
of intervention variables, the researcher should 
consider their role in interpreting the results and 
analyze their impact. For example, job satisfaction 
of employees may be affected by inflation and high 
prices in society because these factors may affect 
job satisfaction of employees. However, it is not 
under our control, so inflation and high prices is a 
disturbing variable in this study.

Classification of Variables According to 
Observability or Invisibility

Observable variables: These are variables 
that can be measured directly (23). For example, 
people’s height can be determined directly 
using measuring tools. In fact, these variables 
are the same questions or indicators of the  
questionnaire (24, 25).

latent variables: latent variables, unlike 
observable variables, cannot be measured 
directly and must be measured using their 
indicators or criteria (26). Consider, for example, 
the financial performance of an organization that 
cannot be measured directly using specific tools 
(27). It is important to note that latent variables in 
SEM come in the form of ellipses or circles, and 
observable variables in the form of rectangles 
or squares (28). If the measurement model is 
reflective, the direction of the arrows is from 
the hidden variable to its indicators. However, 
if the measurement model is of the constructor 
type, the direction of the arrows is plotted from 
explicit variables to latent variables (29).

SEM Components 
Reflective and formative are two types of 

measurement models used in SEM. In these two 
types of measurement models, latent variables 
and all hypothesized dependencies are measured 
based on path analysis, respectively. There are 
different types of measurement model that will be 
mentioned in the next section. Based on whether 
the direction of the arrows (Dag) is observed 
from the side of the latent variable to the side 
of observed variable or vice versa, there are two 
types of models with the names of reflective 
and formative, respectively. Both reflective and 
formative models have their own applications and 
suitability based on the research context (30, 31).

The Covariance Matrix is a matrix whose 
members show correlations between different 
system parameters. One of the distinguishing 
features of SEM from other statistical methods 
is that this technique uses the structure of 
covariance for analysis. In SEM, covariance 
between variables , is used to analyze the data 
(32). Thus, one of the ways to enter data into SEM 
software such as LISREL is to use the covariance 
matrix between variables. Researchers use SEM 
software frequently to identify and use a useful 
process called path analysis to estimate and 
interpret the relationships. 

Path analysis is a technique that uses dual 
relations to estimate the relationships in 
structural equation models. SEM primarily 
focuses on estimating the relationships between 
endogenous variables and may not explicitly 
estimate the correlations between exogenous 
variables (33).

Briefly, SEM is one of the widely used methods 
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in behavioral science studies to test the models 
in their power of explaining and predicting the 
behaviors (34).

Types of Matrices in Estimating Relationships in 
Structural Equation Modeling 

Observed Covariance Matrix: This matrix 
consists of actual and observed values of variance 
and covariance between model structures.

Estimated Covariance Matrix: This matrix 
contains the predicted values of variance and 
covariance of the research structures. In fact, 
the values expected to be obtained from the 
relationship between the structures will be shown 
in this matrix.

Residual Matrix: This matrix contains values 
obtained by subtracting the values of the observed 
matrix and the estimated matrix. In fact, the 
remaining matrix shows the difference between 
our forecast and the actual values obtained from 
the collected data. The important point is that the 
lower the values of this matrix, the better the fit 
of the model and the closer the model is to reality.

First- and Second-Generation SEM
Covariance-based SEM: Covariance-based 

SEM methods were first introduced by Karl 
Jöreskog and Dag Sörbom in the 1970s, specifically 
through the development of the LISREL (Linear 
Structural Relations) software (35). In this 
method, the coefficients of paths and factor 
loadings are estimated using the minimization of 
the difference between the observed and predicted 
variance-covariance matrices. The most widely 
used method of calculating coefficients in first 
generation methods is the Maximum Likelihood 
Estimate approach, which requires data on the 
observed variables, which must have followed a 
normal distribution (36, 37).

Partial Least Square (Component-Based Models)  
Partial Least Square (PLS) was invented by Weld 

(1974) (38). The PLS method includes two main 
steps: 1) examining the fit of measurement and 
structural models, and 2) testing the relationships 
between the constructs. Now the question is which 
of the SEM approaches is better to use and which 
of them have correct and valid results. 

One way for selecting SEM methods is the 
existence of hidden variables with constructive 
indicators in the research model. If the researcher 
model contains these variables, we have to use 

the SEM method because such a capability is 
not defined in the first-generation approaches 
and consequently software such as LISREL 
and AMOS are unable to draw structures with 
constructive indicators. Another way is related 
to the existence of hidden variables of the second 
order in the research model. These types of 
variables are used when the researcher uses a 
hidden variable in more than two levels. In this 
case, it would be better for him to use the SEM 
method. Of course, first-generation methods 
are also able to implement such models, but the 
researcher must use all the hidden variables in 
the first level if using first-generation methods.

For finding latent variables, one method is to 
use factor analysis (FA). Exploratory (EFA) and 
confirmatory (CFA) are two main types of FA. In 
SEM, the combination of confirmatory FA and 
path analysis is used. In the following section, 
two types of FA are briefly mentioned. FA is used 
to understand the underlying variables (latent 
variables) of a phenomenon or data reduction. 
The primary data for FA is the correlation matrix 
between variables. FA does not have predefined 
dependent variables (39). 

EFA is a method used to find latent structure 
and data reduction. EFA is a method that can 
justify the overlap of variables without sufficient 
evidence for researchers. (40, 41)exploratory 
structural equation modeling (ESEM. CFA is 
based on pre-experimental data that can be a 
specific classification scheme for subtests. An 
important difference between EFA and CFA 
methods is that the method determines the 
correlation matrix with the most cost-effective 
method of explaining the common underlying 
variance. However, confirmatory methods 
determine whether the data are consistent with 
a certain factor structure or not. In confirmatory 
analysis, a model is constructed in which it is 
assumed that experimental data are described or 
calculated based on several parameters (42). 

SEM with Partial Least Squares Approach (PLS-
SEM)

SEM with PLS-SEM was invented by Weld 
(1947) and later a more advanced version of this 
method by Lemoler (1989) was presented (43). PLS 
is one of the second generation approaches and has 
advantages compared to the previous methods. 
One of the reasons for the popularity of the PLS 
method is that it does not use a large sample size, 
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while the previous methods had an immediate 
need for a high number of samples (N>200). PLS 
is insensitive to sample size to such an extent that 
even the number of samples can be less than the 
total number of research variables. (43).

Rules for Selecting the Type of Measurement 
Models in Structural Equations

One of the most comprehensive methods that 
authors use to select the type of measurement 
models is the four-law method by Jarvis et al. 
(2003) (44, 45).

Cause-and-effect relationship: For this 
relationship in the constructor model, it is drawn 
from index to structure, while in the reflective 
model, this direction is from constructor to index. 
This rule itself consists of three sub-rules in the 
following order: a) In the constructive model, 
indicators are the defining factors (constructs) 
of the structure, while in the reflective model 
indicators are the features that arise from the 
existence of the structure; b) In the constructive 
model, a change in the indices will certainly 
cause a change in the structure, while in the 
reflective model, a change in the indices does 
not necessarily lead to a change in the structure; 
and c) In the constructive model, a change in the 
structure does not cause a change in the indices, 
while in the reflective model, any change in the 
structure causes a change in the indices.

Cross-correlation between indicators: In 
the constructive model, the cross-correlation 
between indicators is not clarified. This rule 
consists of two sub-rules: I) In the reflective 
model, the indicators reflect the same (or similar) 
concept, while this rule is not certain in the case 
of the constructive model; II) In the constructive 
model, the removal of one of the indicators may 
change the concept of the structure and make 
its definition incomplete, while in the reflective 
model, in the case of the removal of an index, 
the concept of the structure should not be 
significantly changed.

Simultaneous change of indicators together: 
In the constructive model, making a change in 
one indicator cannot lead to a change in other 
indicators while in the reflective model, a change 
in one index can cause changes in other indices.

Predictions and consequences of indicators 
of a structure: In the constructivist model, 
indicators do not have the same consequences, 
while in the case of reflective models, the 

indicators have the same consequences.

Model Evaluation Criteria (Measurement Model, 
Structural Part and General) in Structural 
Equation Modeling

The method for evaluating structural equation 
models consists of three parts: 1) the part related 
to measurement models (external models), 2) 
the structural part (internal model), and 3) the 
general part (measurement and structural). 
It is important to note that the structural 
relationships are meaningful when the values of 
the measurement models are acceptable (46, 47). 
All these criteria are mentioned one by one in the 
following sections. Model evaluation criteria in 
SEM are also shown in Figure 1.

Fit Evaluation Indices of Measurement Models
For examining the fit of measurement models, 

three types of indices are used:

Reliability and Validity Based Indices
Cronbach’s alpha: Internal consistency 

indicates the degree of correlation between a 
construct and its related indicators. A high value 
of variance can indicate high internal stability. 
Cronbach’s alpha above 0.7 means adequate 
reliability (48).

Combined Reliability (CR): CR of a structure 
is obtained from a ratio; in the case of this 
fraction, the variance between a structure with 
its indices and in the denominator of the fraction, 
the variance of the structure with its indices is 
added to the measurement error (49).

Convergent validity: It is the relationship of 
the structure with the variables of the hypothesis 
and theoretical foundations. In fact, there are 
times when the scores obtained from the two 
tools on a concept are highly correlated. The AVE 
criterion represents the average variance shared 
between each structure and its indices (50).

Divergent validity: With the divergent 
validity, the degree of the relationship of a 
structure with its indicators can be investigated 
in comparison with other indicators.(50, 51).

Structural Models Indices
Significant numbers t (T-values): In 

structural models, t-values are commonly used to 
determine the statistical significance of individual 
path coefficients or regression weights. While a 
threshold of 1.96 may be applicable in some cases, 
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it is not a universal criterion for all structural 
models. The significance level for t-values depends 
on the desired statistical confidence level (e.g., 
95%) and the sample size (52).

Coefficient of determination (R2): This 
criterion can be used to connect the measurement 
part and the structural part, and it shows the 
effect that an exogenous variable has on an 
endogenous variable. A value higher than 0.6 
indicates a suitable value for this criterion (53).

The effect size (f2): This criterion was 
introduced by Cohen (1988) and determines 
the intensity of the relationship between the 
structures of the model. It should be noted that 
the values of 0.02, 0.15, and 0.35 indicate the 
small, medium, and large size of a structure (54).

Predictive Relevance (Q2 criterion): This 
criterion can determine the model’s prediction 
power. Hensler et al. (2009) have determined 
the severity of model prediction for endogenous 
structures as three values of 0.02, 0.15, and 0.35. 
This means that the prediction of the model has 
a small, medium, and large prediction power, 
respectively (55). 

Quality indicator: According to the structure 
of PLS modeling, it is necessary to optimize each 
part of the model. For this reason, in PLS path 

modeling, three different indices for model fit are 
provided: sharing index, redundancy index, and 
goodness of fit index (GOF) (56).

Communality criterion (sharing index): The 
quality of measurement models in PLS method 
is evaluated using communality criterion. This 
criterion for each index is obtained through 
the mean of the second-order values of the 
relationship between that index and its own 
structure, which are the same as the factor loads. 
Positive values of this index indicate acceptable 
measurement values (57).

Redundancy criterion: This criterion can 
measure the quality of the structural model 
and show the variability of the indices of an 
endogenous structure. The positive values of this 
index indicate the acceptability of the measured 
values (58).

General Goodness of Fit Evaluation Index
The overall goodness of fit (GOF) indices 

represent the general part of the SEMs. GOFs 
are obtained by multiplying the average values of 
the joint values of each structure by the average 
values of R2 of endogenous structures of the 
model (R2) (59) (Figure 2). 

Fit indicators are presented in Table 1.

Figure 1: Model evaluation criteria in structural equation modeling
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Software Guideline 
Some of the most widely used software 

packages for SEM are SPSS, AMOS, LISREL, 
Mplus, R, and STATA. Each of these packages has 
its own advantages and disadvantages, depending 
on your research objectives, data characteristics, 
model complexity, and technical skills. IBM SPSS 
Amos lets you easily use structural equation 
modeling (SEM) to test hypotheses on complex 
variable relationships and gain new insights. This 
module is a stand-alone application and does not 
require SPSS Statistics.

Conclusion
Structural equation modeling (SEM), as 

a quantitative approach, can greatly help the 
researcher in the analysis of multivariate 
experimental data. This issue can be more 
significant in medical research. The results of 
SEM are expected to be more realistic than 
those of regression analysis. Briefly, SEM is 
one of the widely used methods in behavioral 
science studies to test the models in their power 
of explaining and predicting the behaviors. 
In the present study, various methods and 
indicators of structural equation modeling 
have been developed in full detail, which can 
help researchers in conducting their studies in 

the field of structural equations. In this study, 
various types of matrices are mentioned in the 
estimation of the relationships in SEM, including 
the Observed Covariance Matrix, Estimated 
Covariance Matrix, and Residual Matrix. For 
checking the fit of the measurement models, 
three types of indicators, such as Reliability 
and Validity based indices, Structural models 
indices, and General Seed Fit Evaluation Index, 
are used. The indicators of the structural models 
mentioned in the present study are Significant 
numbers t, Coefficient of determination, the 
effect size, Predictive Relevance, Quality Index, 
Communality Criterion, and Redundancy 
Criterion. 
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